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Background - Mineral Dust Aerosol

▪ Defined as soil particles in the air 

▪ Adversely affect air quality and human 
health 

▪ Change temperature structure in the 
atmosphere 

NASA Worldview, May 9 2007: 
https://go.nasa.gov/2IlNV7r
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Background - Physical methods

Zhang et al. 2018
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Data: Input features

Feature 
index Name Center 

(microns)

1 M01 0.415

2 M02 0.445

3 M03 0.49

4 M04 0.555

5 M05 0.673

6 M06 0.746

7 M07 0.865

8 M08 1.24

9 M09 1.378

10 M10 1.61

Feature 
index Name Center 

(microns)

11 M11 2.25

12 M12 3.7

13 M13 4.05

14 M14 8.55

15 M15 10.763

16 M16 12.013
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Background – previous project in 2018  

▪ ANN: 1 hidden layer with 5 nodes
▪ (MODIS) Data length: two day



6

Background – previous project in 2018 
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Problem definition

▪ Train a deep learning model with a larger dataset 
(One month in current project) 

▪ Feature selection: find most important features for 
mineral dust detection
o Select a best subset of features that have similar or better 

performance compared with using all features;
o Identify important features and explain reasons.
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Methods

▪ Train a deep learning model with a larger dataset 
o Find an appropriate structure of the deep learning model 

(e.g., number of hidden layers, number of neurons in 
each layer) - trial and error

▪ Find most important features for mineral dust 
detection 
o Shuffling procedure
o Genetic algorithm
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Satellite Data: VIIRS and CALIPSO

▪ VIIRS:
o Passive sensor onboard Suomi NPP satellite 

o Images the entirety of the earth every 16 days
o 16 moderate-resolution bands (750 m)

▪ CALIPSO
o Satellite with active Lidar sensor 
o Provides robust information of dust identification
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Data: Input features

Feature 
index Name Center 

(microns)

1 M01 0.415

2 M02 0.445

3 M03 0.49

4 M04 0.555

5 M05 0.673

6 M06 0.746

7 M07 0.865

8 M08 1.24

9 M09 1.378

10 M10 1.61

Feature 
index Name Center 

(microns)

11 M11 2.25

12 M12 3.7

13 M13 4.05

14 M14 8.55

15 M15 10.763

16 M16 12.013

17 solar azimuth angle

18 solar zenith angle

19 view azimuth angle

20 view zenith angle
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Data: Outcomes (labels)

CALIPSO aerosol types from 532-nm lidar ratio: 
dust : 40 ± 20 sr
polluted dust: 55 ± 22 sr 

Dust_index (from “Pixel_Label”, COD, and AOD)
1: dust w/o cloud
2: cloud w/o dust
3: dust w/ cloud
0: other
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Results: deep learning model

5 hidden layers with 512 neurons in each layer 

Accuracy: 71.1% 
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Results: confusion matrix

Predicted labels

dust w/o 
cloud

cloud w/o 
dust

dust w/ cloud other

True labels

dust w/o cloud 865 67 286 34

cloud w/o dust 145 170 1 3

dust w/ cloud 91 2 1066 6

other 101 18 113 32
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Feature selection by shuffling procedure
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Results of shuffling procedure



Feature selection by genetic algorithm

Training 
set

…

Test set

…

…

Evaluation of fitness Selection

Selected genomes Next generation

…
Crossover & mutation

Replace genomes of previous generation 16

Test set

Test set

Genome: [1 1 0 1 0 1 1 0 
1 0 1 0 0 1 0 1 0 1 0 1] 
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Results of genetic algorithm 

Population Number of 
generation 

Selected features Best test 
accuracy 

8 4 2, 3, 6, 8, 9,11,12,14,15,17,18, 19 67.8%

16 4 2, 4, 8, 11, 13, 14, 15, 17, 18, 19, 20 68.1%

32 4 1,2,3,4,5,9,10,12,13,14,16,17,18,19,20 70.3%

32 8 1, 3, 6, 8, 9, 10, 11, 17, 18, 19, 20 70.1%

64 8 1, 5, 7, 9, 12, 15, 16, 17, 18, 19, 20 71.5%
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Conclusion

▪ A deep learning model was trained and used to 
classify dust and cloud using VIIRS data. The 
developed model have a prediction accuracy of 
71%. 

▪ Using a genetic algorithm, we find a subset of 
features that have a comparable accuracy. 


